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Process Mining is a young discipline that provides a variety of techniques for extracting knowledge
from recorded event logs. In this context, the process model is simulated, from event logs, to help
enterprises to better understand their business processes. In this context, the discovery technique has

always been a significant focus of process mining research. But despite the availability of several proposed
approaches, participated in this process model visualization, we observe as the number of activities increases,
the representation of the entire control flow becomes quite tedious. Indeed, event logs’ complexity makes the
process model visualization more difficult in terms of logical links and the number of causal relationships
between activities. Therefore, we propose a new method for simplifying the process model control flow
visualization. This is done by using string similarity algorithms to visually summarize the number of
activities, sequence of execution, relative significance, and dependencies.

Keywords: String similarity algorithms, dynamic programming, process discovery algorithms, process
mining, progressive alignment, affinity propagation.

1 Introduction
Process Mining (PMg) is a scientific discipline that falls between data mining and business process analysis
as cited by Van der Aalst in [1]. The main idea of PMg is to use the execution BPs event logs that are
recorded in the information system, to automatically generate, check, and enhance process models. An
event log is a collection of traces that represent process instances that have been executed. Each event in
an event log is assigned to an activity executed for a singular process instance (one trace). For each case,
all events belonging to that case are ordered in a chronological style. In this regard, A = {a1, a2, ..., an}
denotes a finite set, where ai, i:1, 2, . . . ., n is an activity of a case or sequence of length n. Thus, one case l
can be expressed as l=<a1, a2, ..., an > and <> denotes an empty sequence. The event logs L with n cases
and r repetitions can be expressed as L = [l1r, l2r, . . . , lnr]. For example, the event logs L=[<a,b,c,d>20,
<a,c,b,d>15] signifies that l1=<a,b,c,d> repeated 20 times, l2=<a,c,b,d> repeated 15 times, etc.

Furthermore, PMg consists of three [1], which are: discovery, conformance, and enhancement. Discovery:
An automatic process modeling methodology that takes event logs as input and produces a BP model
as output. Conformance: compares the newly discovered process model with the existing process model.
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The purpose is to detect deviations and identify bottlenecks. Enhancement: focuses on improving or
extending the existing process model using the information recorded in event logs. In this context, the
discovery technique has always been a significant focus of PMg research. The most popularly used discovery
techniques typically produce node-edge graphs. In the occurrence of massive datasets, the discovered
control flow model is incomprehensible. Furthermore, connecting multiple nodes can become challenging.
Therefore, this paper proposes a new method for visualizing the causal relationship between the activities
of a process (control flow). This method goes beyond control flow complexity because, regardless of event
log complexity, it continues to generate comprehensible and simple control flow visualization.

The process model is simulated, from event logs, to represent, control and improve each company
business process reality. In this context, the discovery technique has always been a major topic in PMg
research. Several discovery algorithms are described with the basic representation of process models, like
alpha algorithm. Other algorithms are representing different abstraction levels combined with clustering
and classification techniques, to model processes from unstructured and complex events. In this regard,
we are inspired by [2-4] to list the following process discovery algorithms: Alpha ++ algorithm, Heuristic
Miner (HM), Inductive Miner (IM), Genetic Miner (GM), Fuzzy Miner (FM), State Based Regions (SBR),
Language-Based Regions (LBR).

On one hand, the Alpha ++ detects non-free choice relations by describing activities of the selected
relation that depend on other activities [5]. It cannot detect invisible tasks. Therefore, this algorithm
gives unsound results. In this sense, an extended version of the alpha algorithm has been created to take
into consideration the patterns’ frequency. Indeed, the HM algorithm [6] can discover main behaviors and
abstract exceptional and noisy ones, leaving out less important activities. This latter is unable to group
traces with sub-log representation. Accordingly, the IM algorithm has been developed to treat events by
grouping them into sub-logs. For each sub-log, a sub-process is generated. Then, a combination of the
resulted sub-processes is released to obtain the generic process model. In this respect, the IM algorithm
produces sound models [7], i.e., fewer non-conformities are detected, and it fits with many of the present
logs. Furthermore, it is incapable of identifying complex and non-local process control patterns.

On the other hand, new algorithms have been developed to treat event logs in their uncertainty, for
example, the GM algorithm. This algorithm uses the genetic concept in creating process models from
logs. This is done randomly. For each process, the precision metric is calculated. Then, sound models
are combined based on the mutation operation. The main limitation of this approach is its complexity in
discovering and representing process models from real data sets [8]. From the same complexity standpoint,
FM deals with unstructured processes [9]. In this sense, FM simplifies unstructured processes by preserving
significant behavior, while less significant but highly correlated behaviors are aggregated into clusters, and
less significant or less correlated behaviors are abstracted.

Furthermore, the SBR algorithm generates a Petri net from a Transitions System (ST) based on specific
abstractions, such as: Set, Multi-Set, Sequence, and other types of abstractions, in which each state of the
ST can be represented by a complete or partial trace. This algorithm ensures the fitness metric, as well as
the identification of complex control structures. Besides, SBR is unable to process incomplete and noisy
logs [10], while the LBR algorithm can find process model places based on the language process. Indeed,
the LBR algorithm uses properties derived from logs (causal relationships), to determine the final model by
describing various places. Unfortunately, this algorithm is unable to process incomplete and noisy logs [1].

In summary, obtaining a quality model is the main goal of a process discovery algorithm. There
are various metrics and approaches for estimating process model quality criteria [9, 11]. Indeed, we can
classify PMg discovery algorithms, according to quality criteria. This is based on the logic of the final
representation, i.e., Algorithms producing Petri net models are suitable with fitness (this metric quantifies
how much the observed behavior is captured by the model. i.e., it quantifies the fit of a log in a model),
generalization (the model should generalize the present behavior in the log. This metric quantifies how
well the model explains unobserved behaviors), and precision metrics (this metric quantifies how much
behavior exists in the model that is not observed). For the fuzzy miner algorithm, the output model is
a fuzzy model. To evaluate the fuzzy model, two metrics are available: Node detail (describes activities
displayed in the Fuzzy model, related to the aggregated or deleted activities) and conformance (a measure
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Figure 1: Control flow modelled in Transition Net Notation.

Figure 2: Control flow modelled in Transition Net Notation.

Figure 3: Control flow modelled in BPMN.

that describes the alignment between the Fuzzy model and the logs. Each activity in the logs that do not
exist in the Fuzzy model will be counted as a deviation.

However, these traditional process discovery algorithms still have more ambiguities in terms of notation
(see Figures 1, 2 and 3). For instance, the importance of the process’s activities cannot be obtained from
the Petri [12] notation or BPMN [13], i.e., the frequency with which an activity is carried out in comparison
to other activities in the process. Besides, if the number of activities exceeds a certain threshold, it becomes
extremely difficult to draw viable conclusions from them. Furthermore, it lacks a visual representation
of the process’s dominant path. As a result, existing control flow methods can be improved to visually
include this missing information and make it more informative.
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Adequately, sequences extracted from event logs can be encoded by letters. Indeed, string similarity
algorithms [14] can be used to comprehend the control-flow perspective of the process more informatively.
In this sense, it is primordial to 1) define a coherent set of traces, 2) calculate the similarity between
events and clusters, 3) generate the aligned sequences, and 4) visualize sequences with an informative score.
Therefore, we propose a new visualization method using string similarity algorithms.

In this sense, the reminder of this paper is as follows: Section 2 introduces our visualization method in
understanding the control-flow perspective of the process model and making it more informative. Section 3
presents two case studies to evaluate the applicability of our visualization method. Section 4 discusses the
obtained results Section 5 summarizes the paper and introduces future research.

2 Methodology
In this section, we present our visualization method for comprehending the control flow perspective of the
process model and making it more informative. In this context, our method consists of the following four
phases (see Figure 4): 1) Data Preparation, 2) Data Selection, 3) String Similarity Algorithm Selection,
and 4) Control Flow Visualization.

Figure 4: Framework for simplifying the process model control flow visualization.
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3 Data Preparation
We start our method with the data preparation phase (see figure 4). This phase uses three filtering
functions, to clean event data from noise, incompleteness, and infrequent behaviour. This phase’s output is
a set of cleaned event data (1), which is expressed as L′ :

It is required to clean event data in order to have a high-quality data set. For example, we need to
do something with missing data or irrelevant (no-contribution) data, if the field has times missing value.
In this context, we keep these events and ensure the field is set to Numpy.NaN. In addition, it is quite
possible to record events without a case ID. Keeping them could cause mistakes; as such, we delete them.
All these operations can be achieved with the PM4PY library and python libraries [33].

After obtaining cleaned data, the next step is to select events on which we try to apply specific treatment.
Here, we describe the selection phase by two steps. The first step involves capturing data. The second step
aims at encoding activities with Upper letters.

4 Data Selection
In this sense, we focus on cases and their corresponding activities as mentioned in figure 5. For example, L′

cap = Ds(L′ .case, L′ .activity)= array([activity-01, . . . , activity-0n], . . . , [activity-m1,. . . , activity-mn]) as
mentioned in Figure 5. Each activity is given a short name (usually a letter) to make things easier during
the processing phase. For instance, the first trace in Figure 5 is transformed as follows:¡Appointment,
Admit patient, Check history, Decide, Begin Treatment> = <A, B, C, D, E>.

Figure 5: Selecting data frame example.
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5 String Similarity Algorithm
This phase consists of defining the set of coherent traces (clusters) and calculating the similarity matrix
using the dynamic programming technique [20] that consists of solving a problem by breaking it down into
sub-problems, then solving the sub-problems from the smallest to the largest by storing the intermediate
results.

In this sense, we select a suitable string similarity algorithm [14] that can be matched with the
affinity propagation algorithm for clustering sequences into similar groups. Then, we apply the dynamic
programming technique to generate the string similarity matrix [21]. This latter will be used in the
alignment process to obtain control flow visual representation.

In statistics and data mining, affinity propagation is a clustering algorithm based on the concept of
”message passing” between data points. Affinity propagation does not require the number of clusters to be
determined or estimated before running the algorithm. It finds ”exemplars,” members of the input set
that can represent clusters. As an example, we have selected the levenshtein algorithm [22] because of its
simplicity of application. For our method, the algorithm for assembling sequences into clusters is based on
(see Figure 6):

Figure 6: A five-point data graph.

• Responsibility Matrix: In this matrix R, r(i,k) defines how well point k can be used as a model for
point i. Availability Matrix: In this matrix A, a(i,k) defines how well point I is suited to select point
k as its exemplar.
Figure 6 depicts an example of a graph with 5 data points. Every connection I and k of the graph
between two points can be combined to form a matrix. In Figure 6, the data points communicate
with one another and select an exemplar (based on the distance between them). The exemplar is
the most key component of that cluster, and the rest of the data points are also components of that
cluster. The clusters are defined by two matrices: responsibility and availability. The algorithm for
grouping sequences into similar groups is shown below.

• The unaligned sequences are converted to an array to index them with a list.
• The unaligned sequences are converted to an array to be indexed by a list. The inverse of the

Levenshtein distance for w1 in words to w2 in words is stored as a similarity matrix S for each word
split in the array of words.

• i iterate through each row, calculating the maximum (A + S) of that row for each index that is not
equal to k. Where k is a function node (an example) and i is a variable node. This is the matrix of
responsibilities (2).

ISSN: 1949-0569 online Vol. 13, pp. 205-218, 2022



Transdisciplinary Journal of Engineering & Science 211

r(i, k) = s(i, k)− a(i, k′) + s(i, k′) (2)
The Availability matrix is determined by the responsibility at point k and sum of responsibilities that
other data points assigned to k for all points, not on the diagonal of A (see equations 3 and 4).
a(i, k) = (0, r(k, k)) +

∑
max(0, r(i′, k)) (3)

a(k, k) =
∑

max(0, r(i′, k)) (4)
• The maximum value of A + B is used for selecting the final exemplar (see equation 5)

examplar(i, k) = max{a(i′, k) + b(i′, k)} (5)
And the message graph is obtained by applying the above algorithm to the set of sequences defined
in the Results and Experiments section.

The message graph matrix is recognized as a similarity matrix, which is then used for dynamically
aligning the sequences.

6 Process Model Refinement
Once, all the traces in the event log are converted to sequences, the suitable string similarity algorithm and
the Affinity Propagation Algorithm are used to categorize similar instances into multiple clusters. Then,
each cluster of traces is processed by applying dynamic programming techniques to obtain a similarity
matrix.

This phase aims at refining the process model control flow visualization. To that end, we will apply
the progressive alignment method to each similarity matrix and its corresponding cluster to generate the
aligned sequences [15-17].

We start by computing the Longest Common Subsequence (LCS) to establish a table of similarity
[15]. This step can be completed by using the dynamic programming method, which consists of solving a
problem by breaking it down into sub-problems. Then, we proceed to align the traces with the highest
value. Later, we align the resultant of the previous alignment with the trace that has the next maximum
value. Progressively and similarly, we get the aligned sequence. Finally, we use an information score to
visualize the aligned sequences. Multiple aligned sequences [17] help in understanding how the processes
occur.

7 Synthesis
Our visualization approach can be summarized in Figure 7:
We start by filtering out deficiencies from event data using PM4PY. In this order, we obtain clean events
(without noise, infrequent incomplete behaviors, and chaotic activities). Then, we proceed to select the data
frame on which we will apply our visualization method. We target cases and their corresponding sequence
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of activities. Afterward, we focus on extracting valuable features and discarding irrelevant information
from the original data set. This is applied to the objective of unifying data and encoding activities by
letters to apply the selected string similarity algorithm for clustering data. Thereafter, we calculate a
similarity matrix in order to align the data progressively. This reduces the event data complexity. This
allows acquiring simple data. Then, we must evaluate the obtained results in terms of complexity and
simplicity. In the case of simple data, we proceed to calculate the score to generate informative information
related to the control visualization step. In the case of complex data, we propose an optimization step.
Last, we illustrate the simplified control flow.

Figure 7: A five-point data graph.

8 Illustrative Case Study
The loan process1 is a collection of artificial event logs that represent example of financial loan application
belonging to a sample bank. The loan process was chosen for this case study for several reasons. The first
reason is data availability where the process loan is among the most popular case studies at times, resulting
in the availability of substantial amounts of data to analyse. The second reason is the loan process design,
so that events are tracked and stored a prominent level of details, which allows insights into user behaviour
and simplifies the extraction of data with. Last, the subsidiary information where information on the loan
process is available, such as in [18] and [19], which serves as a basis, e.g., for conformance checking. Thus,
the loan process promised to be an interesting candidate for deeper analysis.

The event log is containing a total of 100 event logs. We try to check the applicability of our proposed
method for visualizing this process control flow. In this sense, we start by extracting and pre-processing
event logs, to filter deficiencies (infrequent, incomplete, chaotic, and noisy event logs). For instance, figure
8.b illustrates with purple colour the existence of chaotic activities. These activities are executed arbitrarily
in the process. They are correctly logged, but are still undesired, because they represent activities that are
logged by the system even though they are not part of the main process flow. In this sense, we must filter
them to generate cleaned data. This will help to provide coherent clusters in next stages.

For the loan Process, we have 8 activities with 100 traces (cases). We encode them with alphabetic
symbols, from A to G (see Table 1 and Figure 8.a). This is done, to apply string similarity algorithms. In
this context, we represent the loan encoded version in Figure 8. Here, each activity is mentioned with a
specific color.

After applying our visualization method, we obtain the graph mentioned in Figure 8.b. Here, we observe
the existence of two main clusters. We can classify activities from the mostly appeared to the lowest
appeared (Cluster1: Actv2> Cluster1: Actv3> Cluster1: Actv5> Cluster1: Actv7> Cluster1: Actv4>
Cluster1: Actv6> Cluster2: Actv1>Cluster2: Actv0).

1https://data.4tu.nl/articles/dataset/Loan−application−example−configuration−1/12715685
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Figure 8: Control Event logs diagnosis.
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After the clustering step (including the exemplar points), we can apply the programming dynamic
technique (LCS) to obtain the matrix similarity. An excerpt of the similarity matrix is shown in Figure 9.
This similarity matrix is deduced from 6 traces. This will be useful for aligning traces. Next, we can match
the result of the two clusters. Clusters 1 and 2 are combined into a single output. This aids in determining
how the various clustered visualizations interact with one another (see Figure 10).

Figure 9: Similarity matrix and Aligned Traces.

Figure 10: Progressive Alignment by merging cluster 1 and cluster 2.

In this sense, the score of each activity provides a streamlined representation of the control flow such as
a related list of activities, their order, information gain/score, major event, etc. Further, multiple aligned
Traces can be leveraged to render Optimized visualization. This representation helps in understanding how
the processes occur.

9 Discussion
In this work, the approach for visualizing the control flow perspective of the process model and making it
more informative hands over four main results. These results provide a visualized support for the user and
enable to comprehend a process model that represents the user’s behavior.

The first result represents the correct and the frequent event. This phase is like the studies of [2 and 3];
the authors applied several filtering mechanisms to extract data. In this approach, we use three filtering
functions, to clean event data from noise, incompleteness, chaotic and infrequent behavior.
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The second result is about selecting events on which we try to apply specific treatment. The first step
involves capturing data. The second step aims at encoding each activity with a short name (usually a
letter) to make things easier during the processing phase.

The third result is about defining the set of coherent traces (clusters) and calculating the similarity
matrix using the dynamic programming technique [20]. In this context, the message graph matrix is
recognized as a similarity matrix, which is then used for dynamically aligning the sequences. The novelty,
here, is to introduce string similarity algorithm with process model visualization.

The fourth result aims at refining the process model control flow visualization. To that end, we will
apply the progressive alignment method to each similarity matrix and its corresponding cluster to generate
the aligned sequences. The added value over existing studies [23 and 24] is the application in visualizing
process models and making it more informative.

There is one field of research that addresses a comparable problem, and it is user activity analysis. In
this field, human-computer interaction is recorded to evaluate the user with respect to specific research
interest. The approach is used in several areas such as e-commerce and online social networks research to
create services like recommendation systems [25 and 26] or to analyze social behavior. There is no case
of user activity analysis related to event logs using the visualization method in combination with string
similarity algorithms. Available approaches are used in the academic digital environment as e-learning in
[27], digital libraries in Shiri (2018) [28] and in the healthcare domain. These scientific studies have been
developed between 2008 and 2020.

Firstly, the work of Diamantini in [29] treats event logs in the domain of health. This paper introduces
the Behavioural PMg approach, which is used to identify significant sub-processes from unstructured ones.
This approach is based on the use of hierarchical clustering algorithms.

Second, the work published in [30] uses extended methods, such as analysis sequence, to identify student
processes in online courses. The objective of this work is to identify the most significant students’ behaviors,
to help professors, to adapt their teaching strategies to different student populations. Likewise, in [27]
demonstrates how to leverage from PMg techniques in obtaining smart mobility and higher education.
Third, the authors of [30] present approaches based on classification techniques, to compare process
discovery algorithms. Fourth, the authors of [32] demonstrate the ability of PMg techniques to examine
challenges that nonconfidential data poses against process discovery and conformance checking techniques.

These studies focus on analyzing recorded traces in the context of representing users’ behaviors, where
the execution represents many repeated or semi-similar traces. While the process visualization is a very
particular approach. This demonstrates the originality of this approach that tackles precise process model
representation and indeed, advanced analysis is applied, and more metrics are taken into consideration.

10 Conclusion

Traditional control-flow modeling and representation methods employ directed-graphs of nodes and edges
(Petri Nets). With the increase in the number of activities involved in the information system, these
approaches are prone to becoming elaborate and tedious in representation. The paper proposes a simplified
visualization method, which depicts the control flow model in a simplified manner, including the display of
parameters such as the activity list, its order, information benefit, and significant event. Our visualization
method outperforms classical approaches in terms of the amount of information visually represented for a
variety of activities.

Our method is based on a biological sequence alignment technique known as multiple-sequence alignment,
which we applied to real-life process sequences. Though the discussed approach appears appropriate and
efficient for control flow representation for a wide range of information system activities, it is limited by
the number of available alphabets and the availability of event logs.

In future work, we intend to evaluate the capability of our approach with other real-world data sources
such to develop PMg plug-ins for recognizing chaotic activities. Indeed, Future development in this field
may result in the visualization of 3D models, where the results will be displayed to understand deeply
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frequent processes.
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